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ABSTRACT
Real-world graphs exhibit diverse structures, including homophilic and heterophilic patterns, necessitating the development of a universal Graph Contrastive Learning (GCL) framework. Nonetheless, the existing GCLs, especially those with a local focus, lack universality due to the mismatch between the input graph structure and the homophily assumption for two primary components of GCLs. Firstly, the encoder, commonly Graph Convolution Network (GCN), operates as a low-pass filter, which assumes the input graph to be homophilic. This makes it challenging to aggregate features from neighbor nodes of the same class on heterophilic graphs. Secondly, the local positive sampling regards neighbor nodes as positive samples, which is inspired by the homophily assumption. This results in feature similarity amplification for the samples from the different classes (i.e., FALSE positive samples). Therefore, it is crucial to feed the encoder and positive sampling of GCLs with homophilic graph structures. This paper presents a novel GCL framework, named gRaph cOntraStive Exploring uNiversality (ROSEN), designed to achieve this objective. Specifically, ROSEN equips a local graph structure inference module, utilizing the Block Diagonal Property (BDP) of the affinity matrix extracted from node ego networks. This module can generate the homophilic graph structure by selectively removing disassortative edges. Extensive evaluations validate the effectiveness and universality of ROSEN across node classification and node clustering tasks.

CCS CONCEPTS
• Computing methodologies → Unsupervised learning; • Networks → Network algorithms.
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1 INTRODUCTION
Graph self-supervised learning (GSSL) stands out as a prominent technique in unsupervised learning on graphs [36, 39], focusing on training models by extracting implicit self-supervised signals from graphs. As a representative GSSL, graph contrastive learning (GCL) devises a basic architecture, which learns invariant node representations via maximizing the agreement between embedding vectors...
from different perturbations of the same graph [17, 29, 42, 43]. Inheriting the success design and of contrastive learning in compute vision (CV) [4], most GCLs not only employ GNN encoders but mainly regard the same instance (node) in two augmented views (graphs) as the positive samples of each other (i.e., Pairwise GCL), and achieves outstanding performances on downstream tasks [29, 42]. Recently, GCLs have developed a graph-specific design based on homophily assumption, namely that the connected nodes tend to be the same class [1, 20]. To be specific, they propose to treat the neighbor nodes as the positive samples of target nodes (i.e., Local GCL), as shown in Figure 1 (a). This design has been verified empirically to boost the performance of baseline models on homophilic graphs [10, 17, 40].

Real-world graphs display diversity. They not only contain the mentioned homophilic graphs but also include heterophilic graphs such as the marriage network, where the connected nodes tend to be the different classes [38]. Therefore, such a diversity of graphs necessitates the development of universal GCLs. Unfortunately, the majority of GCLs, particularly local ones, fall short of meeting the above requirements for universality. This shortfall could be attributed to a mismatch between the properties of graph structures and the homophily requirements for two key components of GCLs, namely the encoder and the positive term in contrastive loss.

On the one hand, the GNN encoder of GCLs, usually GCN [16], operates under the homophily assumption [1, 20]. This assumption implies that connected nodes are more likely to have similar features or belong to the same class. Therefore, these encoders presuppose that the input graph is homophilic. However, as topology augmentation is typically implemented through random strategies, such as random edge dropping [17, 42], the augmented graph structure hardly satisfies the above requirements. This discrepancy can lead to incorrect feature propagation during the encoding process. In addressing this challenge, several supervised GNNs with label-guided feature propagation have been introduced, such as CPGNN [41] and BM-GCN [9]. CPGNN propagates soft labels under the guidance of a compatibility matrix, while BM-GCN propagates features over a block matrix constructed using soft labels. However, the challenge remains in self-supervised settings. On the other hand, the optimization of the positive term in the contrastive loss (e.g., InfoNCE loss [30]), which involves maximizing the feature similarity of positive samples [35], also adheres to the homophily assumption. The local positive sampling regards all neighbor nodes of a given node as the positive samples for that node, which does not apply to heterophilic graphs. Consequently, node representations may lose their discriminative capacity.

To remedy the two drawbacks, this paper aims to devise a graph structure inference module to provide the homophilic graph structure for encoding and positive sampling. The intuitive idea is to selectively remove edges that connect the nodes from different classes in the input graph (i.e., disassortative edges). The primary challenge is to determine the criteria for selection without node labels. To address this challenge, an analysis is conducted on the properties of the affinity matrix extracted from the node ego network, which contains the node and its one-hop neighborhoods. Ideally, within the ego network of each node, the affinity matrix describing the relationships among these nodes is expected to adhere to the Block Diagonal Property (BDP). This implies that diagonal blocks, representing relationships between nodes from the same class, should exhibit non-zero values, while off-diagonal elements, denoting relationships between nodes from different classes, should be zero. The local BDP serves as a basis for selectively removing disassortative edges.

In light of the analysis, a universal GCL framework with a local inference module of graph structures, named gRaph cOntraStive Exploring uNiversality (ROSEN), is proposed. To be specific, inspired by the Block Diagonal Representation (BDR) [18], the local inference module is designed to calculate the local affinity matrices on the ego networks by optimizing a self-expressive learning objective with soft diagonal block regularization. Furthermore, to facilitate the low-noise node features for graph structure inference and the robust graph structures for local contrasting learning, the local self-expressive learning objective and contrastive learning objective are optimized via the alternative optimization strategy. Theoretically, it is proven that ROSEN can be formulated as an Expectation Maximization (EM) based algorithm. The iterative steps of structure inferring and contrastive learning can be elucidated as approximating and maximizing the log-likelihood function.

The main contributions of this study are summarized as follows.

- We investigate the local block diagonal properties of the affinity matrix on node ego networks.
- We introduce a universal GCL framework with a local graph structure inference module, named gRaph cOntraStive Exploring uNiversality (ROSEN).
- We theoretically prove that the proposed ROSEN follows the EM algorithm.
- We extensively evaluate the effectiveness and universality of ROSEN on node classification and node clustering tasks.

## 2 PRELIMINARIES

This section first introduces the notations used in this paper. Next, it elucidates the basic concept of graph contrastive learning (GCL).
2.1 Notations

Let $G(V, E, X)$ represents an undirected attribute graph, where $V$ denotes the node set and $E$ terms the edge set. $X \in \mathbb{R}^{N \times F}$ stands for the node attribute matrix, where $N$ and $F$ are the numbers of nodes and attributes, respectively. The adjacency matrix is denoted by $A \in \mathbb{R}^{N \times N}$. The normalization form of the adjacency matrix is commonly utilized $[16, 37]$, namely $\tilde{A} = (D + I)^{-\frac{1}{2}}(A + I)(D + I)^{-\frac{1}{2}}$, where $D$ denotes the diagonal degree matrix. According to the edge set $V$, the neighbor node set of each node can be obtained (e.g., $N(v)$ of node $v$). The node labels are denoted by $Y \in \mathbb{R}^{N \times C}$, which are exclusively employed in fine-tuning the classifier parameters on downstream tasks, such as node classification.

2.2 Graph Contrastive Learning

**GNN Encoder.** To produce informative node representations, the raw attribute is projected by a GNN encoder (typically Graph Convolution Network (GCN)) $[16]$. For graph $G(V, E, X)$, the encoding process can be formulated as

$$GCN(\tilde{A}, H^{(l)}) : H^{(l+1)} = \sigma(\tilde{A}H^{(l)}W^{(l)}),$$ 

where $H^{(0)} = X$ denotes the initial node representation, and $\sigma(\cdot)$ terms the nonlinear activation function (e.g., ReLU($\cdot$) = max(0, $\cdot$)), and $W^{(l)}$ represents the parameter matrix at layer $l$. As a result, by encoding nodes via GNNs, node representations would capture the structural relationships and local patterns on graphs.

**Pairwise and Local Contrastive Losses.** Based on the defined positive and negative sample sets, contrastive loss is implemented as the distance maximization between the negative pairs alongside the distance maximization between the negative pairs. As exemplified by a node-level GCL scheme, a widely used InfoNCE $[30]$ loss $L_{info}$ can be expressed as

$$L_{info} = \frac{1}{|V|} \sum_{v \in V} \log \frac{\text{pos}(v)}{\text{pos}(v) + \text{neg}(v)},$$

$$\text{pos}(v) = \sum_{v' \in P_p} e^{\theta(h_v, h_{v'})/T}, \quad \text{neg}(v) = \sum_{v' \in N_v} e^{\theta(h_v, h_{v'})/T},$$

where $\theta$ represents the cosine similarity, $T$ is a temperature coefficient, and a smaller one helps form a more uniform representation space. $P_p$ and $N_v$ denote the positive and negative sample set of node $v$, respectively. Generally, the positive sampling strategies of GCLs are two categories: pairwise and local positive sampling. The former strategy leverages the same node in another graph (view) $[42]$, while the latter involves appending nodes with similar semantics from node neighborhoods $[10, 17]$. These strategies can be formulated as

$$\text{Pairwise} \quad P_p = \{u|u = \tilde{v}\},$$

$$\text{Local} \quad P_p = \{u|u \in N(v) \text{ and } u \in \{N(\tilde{v}) \cup \tilde{v}\}\},$$

where $\tilde{v}$ represents the corresponding node of $v$ in another graph. Typically, the negative sample set consists of all remaining nodes, i.e., $N_v = \{V \cup \tilde{V}\} \setminus \{P_p \cup \tilde{v}\}$. Compared to the pairwise GCLs, which rely on pairwise positive sampling, the local GCLs enhance the depiction of homophily $[1, 20]$. Homophily can be viewed as a reliable indicator of encoding and positive sampling in self-supervised scenarios $[10]$.

3 METHODOLOGY

This section starts by elucidating the motivation behind graph structure inference on node neighborhoods. Subsequently, a novel Graph Contrastive Learning (GCL) framework with a local inference module of graph structures, named ROSEN, is introduced. Finally, an analysis of the efficiency of ROSEN is presented.

3.1 Analysis and Motivation

Existing GCLs, particularly local ones, tend to be not universal for homophilic and heterophilic graphs $[17, 40]$. This failure could result from the mismatch between the properties of graph structures and the requirement for two key components of local GCLs, i.e., encoder and positive term in contrastive loss.

On the one hand, most GNN encoders of GCLs, especially the widely used GCN $[16]$, follow homophily assumption $[1, 20]$. Thus, they require the input graph to be homopholic. However, since the topology augmentation is often implemented according to random strategies, such as random edge dropping $[17, 42]$, the augmented graph structure hardly satisfies the above requirements. On the other hand, the positive term in contrastive loss, which is formulated in Equation 2, also follows the homophily assumption, as analyzed in the introduction. Based on the input graph, the local positive sampling regards all neighbor nodes of a node as the positive samples of this node, as described in Equation 4, which again does not meet the above requirement. Therefore, node representations will lose themselves discrimination.

A solution to this problem of local GCLs is to provide the model with a fully homophilic graph structure by dropping edges that connect the nodes of different classes (i.e., disassortative edges). So that GCLs can perform feature propagation and positive sampling among nodes of the same class in node neighborhoods. However, this presents a challenging issue, as the node labels are unknown in self-supervised learning scenarios. To address this challenge, the paper explores the characteristics of affinity matrices within node neighborhoods to selectively drop the disassortative edges.

**Definition 3.1. Block Diagonal Property (BDP) $[11]$.** Given a square matrix, if it can be decomposed into small block matrices, where each block is denoted by non-zero elements on the principal diagonal while non-diagonal elements are zero, it obeys the BDP.

On the ego network of each node, which comprises the node and its one-hop neighbors, the affinity matrix describing the relationships among these nodes should obey the BDP. That is, diagonal blocks that denote the relationship between nodes of the same class is nonzero while the off-diagonal elements that represent the relationship between nodes from different classes is zero. Therefore, the homopholic graph structure can be obtained by pursuing the block diagonal affinity matrix on node neighborhoods.

3.2 ROSEN Framework

According to the analysis presented previously, this paper proposes a novel universal GCL framework with a local inference module of graph structures, called gRaph CounterStive Exploring uNiversality (ROSEN). The idea of the local inference module is to generate homophilic graphs for GCLs by removing edges connecting nodes of different classes in the input graphs, as depicted in Figure 2.
This local inference module consists of three primary components: ego network extraction, affinity matrix calculation, and graph reconstruction. Once reconstructed graphs are obtained, they are applied to the GNN encoder and localized contrastive loss to facilitate learning discriminative node representations.

### 3.2.1 Local Graph Structure Inference Module

Inspired by the classic Block Diagonal Representation (BDR) [18], which is widely employed in subspace clustering, this module first calculates the local affinity matrices by optimizing a self-expressive learning objective with soft diagonal block regularization on local feature space. This can be formulated as

\[
\begin{align*}
\min_{\mathbf{B}_v} & \quad \frac{1}{2} \| \mathbf{H}_v - \mathbf{B}_v \mathbf{H}_v \|^2 + \gamma \| \mathbf{B}_v \|_2 \\
\text{s.t.} & \quad \text{diag} (\mathbf{B}_v) = 0, \ B_v \geq 0, \ B_v = B_v^T,
\end{align*}
\]

where \( \mathbf{H}_v \in \mathbb{R}^{(|N(v)|+1) \times D} \) represents features for the ego network of node \( v \) and \( N(v) \) denotes the number of one-hop neighbor nodes and \( D \) terms the dimension of features. \( \mathbf{B}_v \) stands for the local affinity matrix, and \( \| \mathbf{B}_v \|_k = \sum_{k=1}^{D} \lambda_i (\mathbf{L}_B) \) terms the sum of the smallest \( k \) eigenvalue of \( \mathbf{L}_B \), where \( \mathbf{L}_B \) denotes the laplacian matrix of \( \mathbf{B}_v \) and the eigenvalues are listed in ascending order. \( \gamma \) is a hyperparameter for a tradeoff between two terms. Based on spectral graph theory [5], the two terms of Equation 5 guarantee that matrix \( \mathbf{B}_v \) is self-expressive and has \( k \) connected subgraphs (i.e., blocks). In addition, three constraints of the matrix are considered: no self-loop, nonnegative and symmetric.

However, directly applying the three constraints on \( \mathbf{B}_v \) limits its expressive power. To alleviate this issue, the module seeks to introduce an approximation term. Thus, Equation 5 can be rewritten as

\[
\begin{align*}
\min_{\mathbf{Z}_v, \mathbf{B}_v} & \quad \frac{1}{2} \| \mathbf{H}_v - \mathbf{Z}_v \mathbf{H}_v \|^2 + \frac{\lambda}{2} \| \mathbf{Z}_v - \mathbf{B}_v \|^2 + \gamma \| \mathbf{B}_v \|_2 \\
\text{s.t.} & \quad \text{diag} (\mathbf{B}_v) = 0, \ B_v \geq 0, \ B_v = B_v^T,
\end{align*}
\]

where \( \mathbf{Z}_v \) stands for the affinity matrix that approximates \( \mathbf{B}_v \) and \( \lambda \) is a hyperparameter.

**Solution.** The above objective function can be optimized via alternating minimization solver [34], namely, updating one while fixing the other. After the solver converges, the generated affinity matrices are applied to the GNN encoder for feature propagation and to the localized contrastive loss for positive sampling. For ease of presentation, \( \mathbf{Z}_v \) and \( \mathbf{B}_v \) are abbreviated as \( \mathbf{Z} \) and \( \mathbf{B} \). Note that due to \( \| \mathbf{B} \|_2 \) is nonconvex for which the optimization is NP-hard, it needs to be converted into a convex program [2] according to

\[
\| \mathbf{B} \|_k = \min_{\mathbf{W}} (\mathbf{L}_B \mathbf{W}), \text{ s.t. } 0 \leq \mathbf{W} \leq 1, \text{Tr}(\mathbf{W}) = k,
\]

where \( \mathbf{W} \in \mathbb{R}^{(|N(v)|+1) \times (|N(v)|+1)} \) denotes a newly added variable block. Therefore, the overall objective of the proposed local graph structure inference module can be expressed as

\[
\begin{align*}
\min_{\mathbf{Z}, \mathbf{B}, \mathbf{W}} & \quad \frac{1}{2} \| \mathbf{H}_v - \mathbf{Z} \mathbf{H}_v \|^2 + \frac{\lambda}{2} \| \mathbf{Z} - \mathbf{B} \|^2 + \gamma \text{Tr}(\mathbf{L}_B \mathbf{W}) \\
\text{s.t.} & \quad \text{diag} (\mathbf{B}) = 0, \ B \geq 0, \ B = B^T, 0 \leq \mathbf{W} \leq 1, \text{Tr}(\mathbf{W}) = k,
\end{align*}
\]

The objective function is split into three problems and solved independently. Please refer to the appendix for the solving process.

After the affinity matrix of each node is obtained, the row vector corresponding to this node is selected as the edge weights between the node and its neighbor nodes, as shown in Figure 2. Based on it, the weights of all edges in the input graph can be obtained. In this process, some edges that connect nodes from different subspaces could be removed since the affinity values being 0.

Moreover, to ensure that the relationship between the node pairs are reciprocal, it is necessary to make the adjacency matrix of the graph nonnegative and symmetric. The operations on the adjacency matrix \( \mathbf{S} \) can be formulated as

\[
\mathbf{S} = (|\mathbf{A}_B| + |\mathbf{A}_B^\top|) / 2 \quad \text{or} \quad \mathbf{S} = (|\mathbf{A}_Z| + |\mathbf{A}_Z^\top|) / 2,
\]

where \( \mathbf{A}_B \) and \( \mathbf{A}_Z \) denote the adjacency matrices corresponding to \( \mathbf{B} \) and \( \mathbf{Z} \), respectively. Furthermore, to ease the computational burden and preserve the confident relationship, sparsification operation is applied on \( \mathbf{S} \), i.e., zeroing out values less than the threshold \( \beta \). This can be expressed as

\[
S_{ij} = \begin{cases} 
0, & \text{if } S_{ij} < \beta, \\
S_{ij}, & \text{otherwise}.
\end{cases}
\]

**Benefits.** The proposed local structure inference module provides several advantages to GCLs. (1) **Robust topology augmentation.** Firstly, the structure inference is equivalent to edge deletion, which is widely utilized as topology augmentation. As described in Figure 2, some edges in the initial graph may be removed through affinity matrix estimation and matrix sparsification. Secondly, compared to random edge deletion, the edge deletion resulting from the structure inference can improve the robustness of GCLs. Note that the inference process, which is based on feature self-expressive assumption, always keeps edges that connect two nodes of the same class. (2) **Higher-order information.** Given that the inferred edge weights actually characterize higher-order relationships between local neighbors, GCLs can benefit from exploring macro community structure rather than fragile pairwise relationships. Besides, this module performs parallel training on nodes, which guarantees its scalability.

### 3.2.2 Contrastive Learning

After the graph structure is modified, the discussion follows on how to improve the universality of GCLs using this graph structure. Based on the previous analysis, the quality of node representation can be enhanced by performing the encoding and local positive sampling using this graph structure. Note that, the primary module of ROSEN is orthogonal to GCL work on graph augmentation and encoder designs, thus ROSEN is extensible to most GCLs. For convenience, the implementation of ROSEN refers to the configuration of GRACE [42] in this paper.

Firstly, the modified graph structure is employed in a two-layer GCN encoder to guide the feature propagation, namely

\[
\mathbf{H} = \sigma \left( (\mathbf{S} \odot \mathbf{A}) \cdot \sigma \left( (\mathbf{S} \odot \mathbf{A}) \cdot \mathbf{X} \cdot \mathbf{W}^{(0)} \right) \cdot \mathbf{W}^{(1)} \right),
\]

![Figure 2: Workflow of the proposed local graph structure inference module. Nodes are sorted by classes. Edges that connect the nodes of the same class tend to be kept.](https://example.com/figure2.png)
where \( \odot \) stands for Hadamard product.

Next, ROSEN proposes to leverage the modified graph structure to guide the positive sampling on node neighborhoods. To be specific, given the feature nodes \( H \) and graph structure \( S \), ROSEN devises the objective function for node \( v \) as

\[
\mathcal{L}^{\text{rosen}} = \frac{1}{|V|} \sum_{v \in V} \log \frac{\text{pos}(v)}{\text{pos}(v) + \text{neg}(v)},
\]

\[
\text{pos}(v) = \sum_{\nu' \in N^S(v)} S_{v, \nu'} e^{\theta(h_v, h_{\nu'})/r},
\]

\[
\text{neg}(v) = \sum_{\nu \in V \setminus N^S(v)} e^{\theta(h_v, h_{\nu})/r},
\]

where \( N^S(v) \) denotes the neighbor node set of node \( v \) on matrix \( S \). In contrast to existing local GCLs which blindly regard all neighbors as positive samples [40], ROSEN elaborately selects the reliable neighbor nodes as positive samples through the local structure inference module.

Considering that GCN essentially can serve as a denoising encoder [19], which satisfies the needs of low-noise features for the proposed local inference module, performing on the feature space is a logical solution. To provide expressive encoded features, ROSEN presents the alternating optimization strategy of encoder parameters and graph structure, as described in Algorithm 1.

**Theorem 3.2.** Let \( \Theta \), \( k \) and \( 3G \) denote the parameters of the GNN encoder, the number of subspaces (blocks), and the subspace indicator, respectively, the proposed ROSEN follows Expectation-Maximization (EM) algorithm, where the structure inference and the maximization of the lower bound on the mutual information of representations for the contrastive pairs are equivalent to E-step and M-step, respectively.

Please refer to the appendix for the proof.

### 3.3 Complexity Analysis

This section analyzes the time complexity of the proposed ROSEN, which is based on the baseline GRACE. It is worth noting that ROSEN introduces light computational overhead over GRACE.

The overall complexity of ROSEN is \( O(|E|(F+D)+N^2D+N(PF+P^3)) \), which comes from three components: encoding, loss calculation, and graph structure inference. \( P \) terms the average size of ego networks. The complexity of the first two components is the same as that of GRACE. Specifically, since the backbone for encoding is a two-layer GCN, the complexities of the two-layer calculations is \( O(EF+ED) \). Moreover, before calculating loss, node features are dimensionally reduced through the projection head, which is a two-layer MLP. The complexity of the two-step projection is \( O(ND^3) \). Besides, the calculation of contrastive loss takes \( O(N^2D) \) time due to a quadratic all-pairs contrast at each update step. Thus, the complexity of GRACE is \( O(|E|(F+D)+N^2D) \).

The additional complexity of ROSEN arises from the proposed local inference of graph structures. Specifically, for each given node, ROSEN extracts an ego network, optimizes the objective function outlined in Equation 8, and constructs a new edge set for the entire graph. For each node, the complexities of ego network extraction, optimization, and edge set construction are \( O(|PF|) \), \( O(P^3) \), and \( O(P^3) \), and \( O(P) \), respectively. Thus, the complexity for each ego network is \( O(PF+P^3) \). As a result, the overall complexity across all nodes is \( O(N(PF+P^3)) \). It is noteworthy that the number of iterations is ignored since the maximum value is set. As the additional complexity is linear with the network size, ROSEN incurs light computational overhead over GRACE.

### 4 EXPERIMENTS

This section begins by introducing the fundamental setup of the experiment, including datasets, baseline models, and configurations.
Table 2: Accuracy in percentage (mean ± std) of node classification for six heterophilic graphs. The Best and Runner-up of unsupervised models are bolded and underlined, respectively. The second column presents the data considered in training.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Data</th>
<th>Cornell</th>
<th>Texas</th>
<th>Wisconsin</th>
<th>Chameleon</th>
<th>Squirrel</th>
<th>Actor</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>A, X, Y</td>
<td>55.14 ± 7.57</td>
<td>55.68 ± 9.61</td>
<td>58.42 ± 5.10</td>
<td>59.82 ± 2.58</td>
<td>36.89 ± 1.34</td>
<td>30.64 ± 1.49</td>
</tr>
<tr>
<td>GAT</td>
<td>A, X, Y</td>
<td>58.92 ± 3.32</td>
<td>58.38 ± 4.45</td>
<td>55.29 ± 8.71</td>
<td>60.26 ± 2.50</td>
<td>40.72 ± 1.55</td>
<td>27.44 ± 0.89</td>
</tr>
<tr>
<td>JKNet</td>
<td>A, X, Y</td>
<td>56.49 ± 3.22</td>
<td>65.35 ± 4.86</td>
<td>51.37 ± 3.21</td>
<td>60.31 ± 2.76</td>
<td>44.24 ± 2.11</td>
<td>36.47 ± 0.51</td>
</tr>
<tr>
<td>DeepWalk</td>
<td>A</td>
<td>39.18 ± 5.57</td>
<td>46.49 ± 6.49</td>
<td>33.53 ± 4.92</td>
<td>47.74 ± 2.05</td>
<td>32.93 ± 1.58</td>
<td>22.78 ± 0.64</td>
</tr>
<tr>
<td>Node2Vec</td>
<td>A</td>
<td>42.94 ± 7.46</td>
<td>41.92 ± 7.76</td>
<td>37.45 ± 7.09</td>
<td>41.93 ± 3.29</td>
<td>22.84 ± 0.72</td>
<td>28.28 ± 1.27</td>
</tr>
<tr>
<td>GAE</td>
<td>A</td>
<td>58.85 ± 3.21</td>
<td>58.64 ± 4.53</td>
<td>52.55 ± 3.80</td>
<td>33.84 ± 2.77</td>
<td>28.03 ± 1.61</td>
<td>28.03 ± 1.18</td>
</tr>
<tr>
<td>VGAE</td>
<td>A</td>
<td>59.19 ± 4.09</td>
<td>59.20 ± 4.26</td>
<td>56.67 ± 5.51</td>
<td>35.22 ± 2.71</td>
<td>29.48 ± 1.48</td>
<td>26.99 ± 1.56</td>
</tr>
<tr>
<td>GraphMAE</td>
<td>A</td>
<td>59.32 ± 4.15</td>
<td>60.17 ± 5.32</td>
<td>56.45 ± 5.33</td>
<td>50.13 ± 2.11</td>
<td>38.03 ± 1.23</td>
<td>29.88 ± 1.05</td>
</tr>
<tr>
<td>DGI</td>
<td>A</td>
<td>63.35 ± 6.61</td>
<td>60.59 ± 7.56</td>
<td>55.41 ± 5.96</td>
<td>39.95 ± 1.75</td>
<td>31.80 ± 0.77</td>
<td>29.82 ± 0.69</td>
</tr>
<tr>
<td>MVGRL</td>
<td>A</td>
<td>64.30 ± 5.43</td>
<td>62.38 ± 5.61</td>
<td>62.37 ± 4.32</td>
<td>51.07 ± 2.68</td>
<td>35.47 ± 1.29</td>
<td>30.02 ± 0.70</td>
</tr>
<tr>
<td>GRACE</td>
<td>A</td>
<td>54.86 ± 6.95</td>
<td>57.57 ± 5.68</td>
<td>50.00 ± 5.83</td>
<td>48.05 ± 1.81</td>
<td>31.33 ± 1.22</td>
<td>29.01 ± 0.78</td>
</tr>
<tr>
<td>GCA</td>
<td>A</td>
<td>55.41 ± 4.56</td>
<td>59.46 ± 6.16</td>
<td>50.78 ± 4.06</td>
<td>49.80 ± 1.81</td>
<td>35.50 ± 0.91</td>
<td>29.65 ± 1.47</td>
</tr>
<tr>
<td>BGRRL</td>
<td>A</td>
<td>57.30 ± 5.51</td>
<td>59.19 ± 5.85</td>
<td>52.35 ± 4.12</td>
<td>47.46 ± 2.74</td>
<td>32.64 ± 0.78</td>
<td>28.96 ± 0.75</td>
</tr>
<tr>
<td>LOCAL-GCL</td>
<td>A</td>
<td>53.31 ± 1.87</td>
<td>62.19 ± 2.38</td>
<td>64.98 ± 1.32</td>
<td>59.27 ± 3.37</td>
<td>49.31 ± 2.81</td>
<td>32.39 ± 1.48</td>
</tr>
<tr>
<td>HGRL</td>
<td>A</td>
<td>74.34 ± 5.13</td>
<td>73.66 ± 6.92</td>
<td>77.16 ± 4.62</td>
<td>48.58 ± 2.46</td>
<td>37.81 ± 1.54</td>
<td>32.87 ± 0.98</td>
</tr>
<tr>
<td>SP-GCL</td>
<td>A</td>
<td>74.96 ± 5.19</td>
<td>73.07 ± 5.28</td>
<td>76.87 ± 5.47</td>
<td>51.17 ± 1.97</td>
<td>38.79 ± 1.57</td>
<td>31.87 ± 0.92</td>
</tr>
<tr>
<td>HomoGCL</td>
<td>A</td>
<td>48.64 ± 2.59</td>
<td>54.05 ± 2.32</td>
<td>39.21 ± 5.75</td>
<td>48.68 ± 1.16</td>
<td>38.71 ± 0.85</td>
<td>28.81 ± 0.78</td>
</tr>
<tr>
<td>ROSEN</td>
<td>A</td>
<td>76.49 ± 6.84</td>
<td>74.86 ± 6.29</td>
<td>78.63 ± 4.68</td>
<td>49.25 ± 2.33</td>
<td>39.13 ± 1.36</td>
<td>33.19 ± 0.81</td>
</tr>
</tbody>
</table>

Table 3: Overall performance of node clustering measured by ACC, NMI, and ARI scores in percentage. The best results are in bold, and the second-best results are underlined.

<table>
<thead>
<tr>
<th>Model</th>
<th>Cora ACC</th>
<th>NMI</th>
<th>ARI</th>
<th>CiteSeer ACC</th>
<th>NMI</th>
<th>ARI</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>35.78</td>
<td>16.88</td>
<td>8.30</td>
<td>44.47</td>
<td>21.35</td>
<td>17.43</td>
</tr>
<tr>
<td>GRACE</td>
<td>64.02</td>
<td>36.17</td>
<td>22.69</td>
<td>53.65</td>
<td>27.62</td>
<td>25.14</td>
</tr>
<tr>
<td>BGRRL</td>
<td>61.84</td>
<td>40.39</td>
<td>24.29</td>
<td>52.52</td>
<td>15.4</td>
<td>14.17</td>
</tr>
<tr>
<td>MVGRL</td>
<td>72.45</td>
<td>55.05</td>
<td>41.55</td>
<td>64.14</td>
<td>39.12</td>
<td>28.93</td>
</tr>
<tr>
<td>ROSEN</td>
<td>76.08</td>
<td>58.53</td>
<td>46.50</td>
<td>66.22</td>
<td>40.34</td>
<td>40.17</td>
</tr>
</tbody>
</table>

For a fair comparison, the graph datasets are split according to broadly adopted schemes. Specifically, for three homophilic graphs (Cora, CiteSeer, and Pubmed) and all six heterophilic graphs, the partition provided by Geom-GCN [22] is used, where the nodes for training, validation, and testing are 48%, 32%, and 20% of all nodes, respectively. In addition, for the remaining three homophilic graphs (Wiki-CS, Computers, and Photo), we randomly split the training, validation, and test sets into 10%, 10%, and 80% of all nodes [29]. Moreover, we employ the official splits in [13] for Ogbn-ArXiv and Ogbn-Products. And, as for MAG-Scholar-F, we randomly split 5/5%/40% nodes for training/validation/testing, respectively.

4.1.2 Baseline Models. The baseline models include the following four categories: three semi-supervised GNN (including GCN [16], GAT [31], and JKNet [37]), three unsupervised models (including K-Means [7], DeepWalk [23], and Node2Vec [6]), three graph generative models (GAE [15], VGAE [15], and GraphMAE [12]), and nine graph contrastive models (including DGI [32], MVGRL [8], GRACE [42], GCA [43], BGRRL [29], LOCAL-GCL [40], HGRL [3], SP-GCL [33], and HomoGCL [17]). Please refer to appendix for the introduction of these models.

4.1.3 Configurations. The experiment is performed on a Linux machine with GeForce RTX4090 24GB GPU and a Linux machine with four NVIDIA A800 80GB GPUs. The results are reported as an average of ten random runs. To make a fair comparison, the experiment works with the configuration reported in the original paper for all baseline models except for the embedding dimension is set to 64. Note that thanks to the open PyTorch libraries: PyG\(^2\) and PyGCL\(^2\), the reproduction of all baseline models is facilitated. The proposed ROSEN follows the baseline model GRACE [42], where the GNN

\(^1\)https://www.pyg.org/
\(^2\)https://github.com/PyGCL

4.1 Experimental Setup

4.1.1 Datasets. In the experiments, fifteen publicly available graph datasets are employed in the experiment, which consists of twelve small graphs and three large graphs. Firstly, according to whether the Edge Homophily [22] is more significant than 0.5, the small graph datasets can be divided into two categories: homophilic graphs (i.e., Cora, CiteSeer, Pubmed, Wiki-CS, Computers, and Photo) and heterophilic graphs (i.e., Cornell, Texas, Wisconsin, Chameleon, Squirrel, and Actor). Secondly, three large graphs are Ogbn-ArXiv, Ogbn-Products, MAG-Scholar-F. The statistics of these datasets are shown in Table 5 and Table 6 in the Appendix.

Then, it comprehensively assesses the effectiveness of the proposed ROSEN by experimentally validating the performances on two downstream tasks, i.e., node classification and clustering. Finally, it performs several additional experiments to provide an intuitive understanding of the performance improvements, including the effectiveness study, ablation study, hyperparameter study, robustness study, and scalability study.
encoder is a two-layer GCN [16] with the dimension is 64. Moreover, the graph augmentations involve attribute masking and edge dropping, which have the ratio \(0.2, 0.4, 0.6, 0.8\). The temperature coefficient of the contrastive loss is taken from \(\{0.1, 0.3, 0.5, 0.7, 1, 2\}\). In addition, the network optimizer used in network training is Adam optimizer [14], the learning rate is taken out of \(\{0.001, 0.01\}\) and the weight decay rate is chosen in \(\{0.1 \times 10^{-3}, 1 \times 10^{-4}, 1 \times 10^{-5}\}\). For the hyperparameters introduced by ROSEN, \(\lambda, \gamma, \text{ and } \epsilon\) are chosen among \(\{40, 50, 60\}, \{0.5, 1, 2\}, \text{ and } \{1 \times 10^{-3}, 1 \times 10^{-4}\}\), respectively, and the number of subspaces (blocks) is picked from a range no more significant than the number of classes, and its impact on the performance is shown in Section 4.5.

### 4.2 Results and Analysis

#### Homophilic Graphs

Table 1 presents the node classification performance of all models on the homophilic graph. First, the proposed ROSEN framework achieves the best classification performance on all datasets compared to all unsupervised baselines. For example, ROSEN outperforms the second-ranked GraphMAE on Cora by 0.41%, which demonstrates the superiority of ROSEN in exploiting self-supervised information. Second, even in comparison to the supervised baseline methods, the proposed ROSEN framework obtains the highest classification accuracy on five datasets except CiteSeer and PubMed. In particular, ROSEN outperforms its backbone GCN by 3.28% on Wiki-CS and by 2.69% on Computers. This illustrates the potential of ROSEN as an unsupervised learning scheme for the base model. Third, compared to the baseline GRACE, which employs the same configurations (i.e., encoder and augmentation), ROSEN achieves 2.93% and 1.82% performance improvement on Cora and Computers, respectively. This can be attributed to the proposed graph structure inference module, through which more TRUE positive samples can be obtained. **Heterophilic Graphs.** It is observed from Figure 2 that as compared to all unsupervised baselines, ROSEN achieves the best performance on four heterophilous graphs. Specifically, ROSEN outperforms the second-place SP-GCL by 1.53% on Cornell and the second-place

### Table 4: Impact of the inferred graph structure used in different components: the encoder and contrastive loss. w/o stands for without.

<table>
<thead>
<tr>
<th></th>
<th>Cora</th>
<th>CiteSeer</th>
<th>Texas</th>
<th>Actor</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROSEN</td>
<td>87.72±1.00</td>
<td>74.13±0.68</td>
<td>74.68±0.29</td>
<td>33.19±0.81</td>
</tr>
<tr>
<td>w/o in encoder</td>
<td>85.77±1.49</td>
<td>75.94±0.55</td>
<td>63.24±1.67</td>
<td>29.93±0.69</td>
</tr>
<tr>
<td>w/o in contrastive loss</td>
<td>85.65±1.57</td>
<td>75.79±0.47</td>
<td>61.72±1.97</td>
<td>29.61±0.32</td>
</tr>
<tr>
<td>local GCL</td>
<td>84.65±1.18</td>
<td>75.68±0.63</td>
<td>59.27±1.91</td>
<td>29.02±0.70</td>
</tr>
</tbody>
</table>

#### Node Clustering

To assess the discrimination of the obtained node embeddings, this section performs the node clustering using these embeddings on Cora and CiteSeer datasets. The node clustering task is conducted with the help of K-Means. It can be observed from Table 3 that, compared to the unsupervised models K-Means, which does not employ graph structure, the unsupervised models with graph structure show performance advantages on all datasets. This demonstrates that considering graph structure in the model design enables GCL methods to generate more discriminative representations. What’s more, compared to baseline GCL models, ROSEN generates clustering-friendly embeddings. For example, ROSEN outperforms the runner-up MVGRL by at least 1% on all datasets, which highlights the representation ability of ROSEN.

### 4.3 Effectiveness Analysis

As discussed in the previous section, this paper aims to create homophilic graphs by constraining the corresponding matrices to satisfy the BDP. To intuitively explain the effectiveness of the proposed local graph structure inference module, the edge distributions of the input adjacency matrices and the inferred graph structure matrices of Squirrel and Actor datasets are visualized, as depicted in Figure 3. The inferred graph structures are selected from \(A_Z\) and \(A_B\) according to the reported results in Table 2.
To provide valuable insights on selecting the number of subspaces, this section experimentally analyzes the impact of this hyperparameter on node classification performance. To preserve sufficient neighbor nodes for each node, this hyperparameter is chosen from the range of less than the number of classes.

As can be observed from Figure 4, ROSEN shows steady performance improvements over a range of parameters, which are \{2, 3\}, \{2, 3, 4, 5\} and \{4, 5\} for the Cora, Cornell, and Actor, respectively. This illustrates the insensitivity to the number of blocks \(k\). Furthermore, combined with the results in Table 1 and Table 2, it is apparent that ROSEN with a small hyperparameter value (e.g., \(k = 2\)) still outperforms most baseline models. Compared to the baseline GCLs which treat the neighbor nodes as positive samples, even if ROSEN may incorrectly preserve FALSE positive samples during structure inference, it benefits from excluding part of FALSE positive samples. The results highlight the effectiveness of ROSEN.

### 4.6 Robustness Analysis

Figure 5 and Figure 6 show the performance variation of GCL models under the topology attack (adding noisy edges) and the attribute attack (flipping attributes), respectively. First, while the baselines manifest the adaptability to minor topology noise, their performance degrades incrementally as the perturbation increases. For example, the accuracy of the baseline GRACE, which employs the same configurations, drops to approximately \(67\%\) on Cora when the perturbation rate is \(60\%\). By contrast, ROSEN exhibits stability in preserving its predictive performance under topology perturbation. Under the perturbation rate is \(60\%\), ROSEN achieves an accuracy of approximately \(80\%\). This outstanding performance is attributed to the fact that the inferred graph structure always keeps a high proportion of intra-class edges and thus is insensitive to the local feature distribution. Second, ROSEN is also superior to the baselines under attribute perturbation, which illustrates its robustness to attribute noise. This can be attributed to the utilization of matrix constraints to capture higher-order relationships. The graph structure inference module is stable against attribute attacks and thereby promotes the denoising ability of the models.

### 5 CONCLUSIONS

This work explores challenges in applying Graph Contrastive Learning (GCL) to both homophilic and heterophilic graphs, presenting a solution named ROSEN. The framework focuses on reconstructing the homophilic graph structure for encoding and positive sampling. It involves selectively removing the disassortative edges through a local inference module, which optimizes a self-expressive learning objective with soft diagonal block regularization on ego networks. The proposed local graph structure inference module significantly enhances the performance of baseline models on several graph-specific tasks. The potential future research directions include designing the beyond local positive sampling and self-supervised criteria for multimodal data.
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A APPENDIX

A.1 Datasets

The statistics of twelve graph datasets used in this experiment are shown in Table 5.

Table 5: Statistics of twelve graph datasets. The abbreviation #EdgeHom denotes the edge homophily elucidated in [22].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Nodes</th>
<th>Edges</th>
<th>Features</th>
<th>Classes</th>
<th>#EdgeHom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cora [26]</td>
<td>2,708</td>
<td>5,278</td>
<td>1,433</td>
<td>7</td>
<td>0.81</td>
</tr>
<tr>
<td>Citeseer [26]</td>
<td>3,327</td>
<td>4,552</td>
<td>3,703</td>
<td>6</td>
<td>0.74</td>
</tr>
<tr>
<td>PubMed [26]</td>
<td>19,717</td>
<td>44,324</td>
<td>500</td>
<td>3</td>
<td>0.80</td>
</tr>
<tr>
<td>Wiki-CS [21]</td>
<td>11,701</td>
<td>216,123</td>
<td>300</td>
<td>10</td>
<td>0.65</td>
</tr>
<tr>
<td>Computers [27]</td>
<td>13,752</td>
<td>245,861</td>
<td>767</td>
<td>10</td>
<td>0.78</td>
</tr>
<tr>
<td>Photo [27]</td>
<td>7,650</td>
<td>238,163</td>
<td>745</td>
<td>8</td>
<td>0.83</td>
</tr>
<tr>
<td>Cornell [22]</td>
<td>183</td>
<td>295</td>
<td>1,703</td>
<td>5</td>
<td>0.13</td>
</tr>
<tr>
<td>Texas [22]</td>
<td>183</td>
<td>309</td>
<td>1,703</td>
<td>5</td>
<td>0.11</td>
</tr>
<tr>
<td>Wisconsin [22]</td>
<td>251</td>
<td>499</td>
<td>1,703</td>
<td>5</td>
<td>0.20</td>
</tr>
<tr>
<td>Chameleon [25]</td>
<td>2,277</td>
<td>36,101</td>
<td>2,325</td>
<td>5</td>
<td>0.23</td>
</tr>
<tr>
<td>Squirrel [25]</td>
<td>5,201</td>
<td>217,073</td>
<td>2,089</td>
<td>5</td>
<td>0.22</td>
</tr>
<tr>
<td>Actor [28]</td>
<td>7,600</td>
<td>33,544</td>
<td>931</td>
<td>5</td>
<td>0.22</td>
</tr>
</tbody>
</table>

A.2 Introduction of Baseline Models

A.2.1 Semi-supervised Graph Neural Networks (GNNs). GCN [16], GAT [31], and JKNet [37] are three representative semi-supervised Graph Neural Networks (GNN).

A.2.2 Network Embedding (NE) Models. Both DeepWalk [23] and Node2Vec [6] are classic NE models, which utilize the random walk to simulate node sequences for generating embeddings.

A.2.3 Graph Generative Models. GAE [4], GCA [15], and HomoGCL [17] are three graph generative models that learn the low dimensional representations by reconstruction error minimizations.

A.3 Algorithm Description

To jointly modify the graph structure $S$ and train the GCL parameters $\Theta$, we alternately update one while fixing the other, and the details are shown in Algorithm 1. And we show in Algorithm 2 that the graph structure is inferred based on local node representations.

Algorithm 1 ROSEN

Data: Graph $G(V, E, X)$.

Input: GNN encoder $f_0$, the number of subspaces (blocks) $k$, the gap update time $g$, and MaxEpoch.

Output: Trained GNN encoder $f_0$, and embeddings $H_1$ and $H_2$.

Initialize encoder $f_0$ and initialize $S_1 = S_2 = LGSI(f_0, X, k)$.

while not MaxEpoch do

$\hat{G}_1(V_1, \hat{X}_1) \leftarrow AUG(G(V, E, S_1, X))$
$\hat{G}_2(V_2, \hat{X}_2) \leftarrow AUG(G(V, E, S_2, X))$ // augmentations
$H_1 \leftarrow f_0(S_1, H_1)$, $H_2 \leftarrow f_0(S_2, H_2)$ // encoding

/* E-step */
while epoch$\%g == 0$ do

$S_1 \leftarrow LGSI(\hat{G}_1, X, k)$
$S_2 \leftarrow LGSI(\hat{G}_2, X, k)$ // local graph structure inferencing

end

/* M-step */
$L_{contrast}(H_1, H_2, S_1, S_2) \leftarrow$ calculating contrastive loss
$\Theta \leftarrow Adam(L_{contrast}, \Theta)$ // updating parameters

end

return $f_0$ and $H_1, H_2$.

A.4 Proof of Theorem 3.2

Proof. In local GCLs with variable positive samples, the parameters of the encoder are updated by maximizing the log-likelihood function $L(\Theta, \Omega)$, namely

$$\Theta^* = \arg \max_{\Theta} \sum_{v \in V} \log \sum_{u \in N(v, \Omega)} p(h_u, h_v | \Theta)$$ (13)
where the inequality holds due to Jensen’s inequality. It is worth noting that the log-likelihood function can be formulated as an expectation over the data, which does not affect the update of the parameter $\theta$.

**Algorithm 2 Local Graph Structure Inference (LGSI)**

**Input:** Graph $G(V, E, X)$, the node features $H$, the number of blocks $k$, MaxIteration $t$, the parameters $\lambda$, $\gamma$, and $\epsilon$.

**Output:** The modified graph structure $S$.

**for** $v$ in $V$ **do**

Initialize $Z_v^{(0)} = B_v^{(0)} = W_v^{(0)} = 0$.

$H_{E_G}^{(0)} \leftarrow \text{CAT}(H_u | u \in N(v))$ // extracting ego networks

**while** not MaxIteration $t$ **do**

Update $Z_v^{(t+1)}$ by:

$$Z_v^{(t+1)} = \arg\min_{Z} \frac{1}{2} \|H_{E_G}^{(t)} - Z_v^{(t)} H_{E_G}^{(t)}\|_2^2 + \frac{\lambda}{2} \|Z_v^{(t)} - B_v^{(t)}\|_2^2.$$ 

Update $B_v^{(t+1)}$ by:

$$B_v^{(t+1)} = \arg\min_{B} \left\| Z_v^{(t)} - B_v^{(t)} \right\|_2^2 + \gamma \langle L_{B_v^{(t)}}, W_v^{(t)} \rangle,$$

s.t. $\text{diag}(B_v^{(t)}) = 0, B_v^{(t)} \geq 0, B_v^{(t)} = (B_v^{(t)})^T$.

Update $W_v^{(t+1)}$ by:

$$W_v^{(t+1)} = \arg\min_{W} \langle L_{B_v^{(t)}}, W_v^{(t)} \rangle,$$

s.t. $0 \leq W_v^{(t)} \leq I, \text{Tr}(W_v^{(t)}) = k$.

Check the convergence conditions:

$$\|Z_v^{(t+1)} - Z_v^{(t)}\|_\infty \leq \epsilon, \|B_v^{(t+1)} - B_v^{(t)}\|_\infty \leq \epsilon.$$

end

$Z_v, B_v \leftarrow [Z_v^{(t)}]_v, [B_v^{(t)}]_v$ // extracting affinity vectors

end

Generate $S$ via Eq.9 and Eq.10.

**return** The adjacency matrix $S$

However, since the latent variables, the direct computation of Equation 13 is difficult. With the help of Amortized Variational Inference [34], this problem can be alleviated by introducing the approximated posterior $p(h_u | h_v, \Theta)$. Thus, the function $L(\Theta, \Omega)$ in Equation 13 can be reformulated as

$$L(\Theta, \Omega) = \sum_{v \in V} \sum_{u \in N(v, \Omega)} p(h_u | h_v, \Theta) \log \frac{p(h_u | h_v, \Theta)}{p(h_u | h_v, \Theta)} - p(h_u | h_v, \Theta) \log p(h_u, h_v, \Theta)$$

(14)

where the inequality holds due to Jensen’s inequality. It is worth noting that the term $-p(h_u | h_v, \Theta) \log p(h_u | h_v, \Theta)$ is an entropy operator, which does not affect the update of the parameter $\Theta$. Therefore, the log-likelihood function can be formulated as

$$\ell = \sum_{v \in V} \sum_{u \in N(v, \Omega)} \log p(h_u | h_v, \Theta) p(h_u, h_v, \Theta)$$

(15)

The Expectation Maximization (EM) algorithm for this function can be described as structure inferencing in the E step and maximizing the lower bound on the mutual information in the M step.

**E step.** To infer the approximated posterior probability $p(h_u | h_v, \Theta)$, the proposed structure inference module introduces the block diagonal constraint. Thus, the posterior probability can be expressed as

$$p(h_u | h_v, \Theta) = \sum_{t=1}^{k} p(h_u | h_v, t, \Theta)p(t | h_v, \Theta)$$

It can be obtained from the local graph structure inference in Section 3.2.1, namely $p(h_u | h_v, \Theta) = \mathbb{I}_{G_{uv}}$, which assumes that the neighbor nodes which belong to the same subspace are of the same class ($\mathbb{I}_{G_{uv}} = 1$), i.e., TRUE positive samples.

**M step.** Based on the E step, the M step focuses on maximizing the lower bound of Equation 15. In particular, there are

$$l = \sum_{v \in V} \sum_{u \in N(v, \Omega)} p(h_u | h_v, \Theta) \log p(h_u, h_v, \Theta)$$

(16)

and $p(h_u, h_v, \Theta) = \frac{1}{|N(v, \Omega)|} p(h_u, h_v, \Theta)$. Since we consider that the prior obeys a uniform distribution, and describes the distribution of each sample in the feature space with isotropic Gaussian, thus there is

$$p(h_u, h_v, \Theta) = \frac{1}{2\sigma^2} \exp \left( -\frac{1}{2\sigma^2} (h_u - h_v)^T (h_u - h_v) \right)$$

(18)

$$= \frac{1}{2\sigma^2} \exp \left( -\frac{1}{2\sigma^2} (h_u^T - h_v^T - 2) \right)$$

(19)

where the last equivalence due to the L2 normalization for the features $H$. Setting $\tau = \sigma^2$ as the hyperparameter for all terms, ignoring the constant term, and taking Equation 19 into Equation 17, it can be obtained as

$$\sum_{v \in V} \sum_{u \in N(v, \Omega)} \mathbb{I}_{G_{uv}} + e^{\theta(h_u, h_v, \tau)} / \tau + \sum_{\omega \in V \setminus N(v, \Omega)} e^{\theta(h_O, h_v, \tau)} / \tau$$

It can be discovered that when considering weights that reflect local higher-order relationships, the objective is equivalent to ROSEN.

**A.5 Scalability Study**

Table 6: Statistics of three large graph datasets and the performance comparison of GCL models on these large graphs.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Ogbn-Arxiv</th>
<th>Ogbn-Products</th>
<th>MAG-Scholar-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Nodes</td>
<td>169,343</td>
<td>2,449,029</td>
<td>1,939,743</td>
</tr>
<tr>
<td>#Edges</td>
<td>1,166,243</td>
<td>61,895,140</td>
<td>358,010,024</td>
</tr>
<tr>
<td>#Features</td>
<td>128</td>
<td>100</td>
<td>128</td>
</tr>
</tbody>
</table>

| DGI            | 68.49 ± 0.02 | 78.36 ± 0.04 | 55.38 ± 0.03 |
| MVGRL          | 70.47 ± 0.14 | 78.32 ± 0.04 | 56.32 ± 0.02 |
| GRACE          | 69.75 ± 0.01 | 79.89 ± 0.22 | 55.47 ± 0.04 |
| BGLR           | 70.27 ± 0.03 | 79.02 ± 0.01 | 56.59 ± 0.02 |
| HomoGCL        | 71.23 ± 0.02 | 80.79 ± 0.09 | 57.89 ± 0.01 |
| ROSEN          | 72.97 ± 0.22 | 82.34 ± 0.13 | 59.12 ± 0.03 |

The results in Table 6 show the performance advantage of the proposed ROSEN, which demonstrates the effectiveness and scalability of ROSEN.