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ABSTRACT
Topic models have many important applications in fields such as
Natural Language Processing. Topic embedding modelling aims at
introducing word and topic embeddings into topic models to de-
scribe correlations between topics. Existing topic embedding meth-
ods use documents alone, which suffer from the topical fuzziness
problem brought by the introduction of embeddings of semantic
fuzzy words, e.g. polysemous words or some misleading academic
terms. Links often exist between documents which form document
networks. The use of links may alleviate this semantic fuzziness,
but they are sparse and noisy which may meanwhile mislead top-
ics. In this paper, we utilize community structure to solve these
problems. It can not only alleviate the topical fuzziness of topic em-
beddings since communities are often believed to be topic related,
but also can overcome the drawbacks brought by the sparsity and
noise of networks (because community is a high-order network
information). We give a new generative topic embedding model
which incorporates documents (with topics) and network (with
communities) together, and uses probability transition to describe
the relationship between topics and communities to make it robust
when topics and communities do not match. An efficient variational
inference algorithm is then proposed to learn the model. We vali-
date the superiority of our new approach on two tasks, document
classifications and visualization of topic embeddings, respectively.
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1 INTRODUCTION
Topic models, such as Latent Dirichlet Allocation (LDA) [3] and
Probability Latent Semantic Analysis (PLSA) [11], have a variety of
applications in areas such as Natural Language Processing (NLP).
A limitation of traditional topic models is that, they have not con-
sidered the correlation between topics. Some studies have made
effort to characterize topic correlations. For example, correlated
topic models [1, 2, 5] replace Dirichlet distribution with logistic
normal distribution, and topic embedding models [19] represent
topics in a low-dimension embedding space.

Compared to correlated topicmodels, topic embeddingmodelling
is a straightforward and efficient alternative with lower compu-
tational cost [9, 14]. In most topic embedding models, word em-
bedding (instead of the traditional one-hot encoding for words) is
applied, to describe the semantic correlations between words. Topic
embedding is used by replacing the original word distribution of
topics, to represent topics in a continuous low-dimensional space.
A link function is then defined to connect word embeddings to
topic embeddings to describe the relationship between words and
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topics. The main merit of topic embedding models is their capac-
ity for capturing words co-occurrence at different semantic levels
to derive correlations between topics while they still have prob-
lems. On the one hand, there are often semantic fuzzy words in
documents, which have ambiguous semantic meanings. E.g., the
polysemous word ‘apple’ can mean a kind of fruit or a mobile phone
brand, and the academic terms ‘parallel’ and ‘efficient’ belonging to
high-performance computing area may be also included in a paper
of artificial intelligence. The existence of these words affects the
accurate semantic representation of word embeddings. On the other
hand, word embeddings also influence topic representations since
they are connected by link functions. Thus, the semantic fuzziness
of word embeddings (brought by the existence of semantic fuzzy
words) may also lead to the semantic fuzziness of topics in topic
embedding models.

At the same time, links are ubiquitous among documents [27, 28].
E.g., papers are linked via citations in DBLP and webpages are con-
nected via hyperlinks in Wikipedia. The linked documents can be
represented as a document network. Different from documents
themselves that capture objective semantics, network structure de-
noted by connections between documents often provides subjective
semantics which may complement document contents. Then, a pair
of linked documents should have similar topic distributions [13, 26].
By doing so, networks may be able to help mitigate the semantic
fuzziness of topics. That is to improve topic embeddings and topic
distributions of documents, which often suffer from the semantic
fuzziness due to word embeddings of semantic fuzzy words. How-
ever, we also find that using links directly may not perform well on
improving topics since this low-order network information is often
sparse and noisy [16, 22, 24]. That is, some nearby documents may
not be connected due to the sparsity of networks, and meanwhile,
several uncorrelated documents may be connected due to noisy
links. In special cases, this may even destroy the quality of topics.

Fortunately, community structure, as a type of high-order net-
work information, may be suitable to solve this problem. A com-
munity in a document network consists of documents which are
connected more tightly than those in different communities. Also, it
is often believed that documents in the same community are often
topic-related [10, 12, 30]. So, rather than using links directly, one
may have a good reason to use communities, to make documents in
a same community own similar topic distributions. By doing so, the
problem brought by sparsity and noise of networks may be nicely
alleviated.

To be specific, we present a generative topic embedding model,
namely Community-Enhanced Topic Embedding (CeTe), which
incorporates documents and network structure together. CeTe con-
sists of two main components connected by a probability transition
mechanism. The first is the document component which incorpo-
rates word embeddings into topic modelling to describe correlations
between topics and capture the local word co-occurrence. The sec-
ond is the network component in which communities are described
based on stochastic blockmodels [17]. It plays the role of allevi-
ating the problem of semantic fuzziness of topics with the help
of topic-related network communities. We further use probability
transition to describe the intrinsic relationship between topics and
communities. In this way, the model will work robustly even when
the topics (from documents) and communities (from networks) are

not well matched. We finally give an efficient variational inference
algorithm to learn the model.

The contributions of this paper are as follows:
• Topic embedding models suffer from the semantic fuzziness
of topics brought by the semantic fuzziness of word embed-
dings caused by the existence of semantic fuzzy words. The
low-order link information is not suitable to be used directly
for this problem due to the sparsity and noise of networks.
To the best of our knowledge, this is the first time high-order
network information (i.e., communities that are topic related)
is used to solve this problem.

• We give a novel generative topic embedding model by using
documents with topics and network structure with commu-
nities together. Their relationship is further described by
using probability transition to make this new model robust
even when topics and communities do not match well. We
derive an efficient variational inference algorithm to learn
this model.

• The superior performance of CeTe is tested on two tasks, i.e.
document classification by comparing with seven state-of-
the-art methods and a topic visualization application.

2 THE MODEL
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Figure 1: Graphical representation of CeTe. Part 1 in the
green box (top left) denotes a document component describ-
ing topics. Part 2 in the red box (on the right) denotes a topo-
logical component describing network communities. Part 3
in the blue box (on the bottom) denotes the probabilistic
transition mechanism connecting these two parts.

In this section, we give a formal description of the proposed
model, i.e., Community Enhanced Topic Embedding (CeTe), with the
purpose of improving document representation (topic distributions
of documents) and topic embedding via introducing communities
in networks. The graphical representation of this CeTe model is
shown in Figure 1.

As shown in Figure 1, CeTe contains three components:
Document component with topics. This component depicts

the generative process of each word given its topic and context
words. In a set of documents D = {d1, ...,dN } with K topics, each
document di has Li words, and the words in all documents form
the vocabulary set S = {s1, ..., sW }. Each word wi j in document
di is assigned to a topic indexed by дi j , where G = (дi j )N×Li
denotes the matrix of topics. Besides topics, the observed word
is also affected by its context words. The context of a focus word
wc includes the c words before wc in the document, denoted by
w0 : wc−1. Both the topic and context words are represented in the
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embedding vector form. That is, the embedding of word wc ′ and
topic дc ′ are represented as vc ′ and tдc′ , and we assume that their
dimensions are the same. Then, matrices of all word embeddings
and topic embeddings are V = (vs1 ,...,vsW ) and T = (t1,...,tK ). Thus
the conditional distribution of a word given its context and topic
can be factorized into two parts. The first is the distribution of this
word and its context P(wc |w0 : wc−1). It corresponds to the link
function of a word embedding method such as PSDVec [20]. The
distribution is:

P(wc |w0 : wc−1) ≈ P(wc ) · exp{vTwc
·
c−1∑
c ′=0

vwc′ +

c−1∑
c ′=0

awc′wc },

(1)
where awc′wc is the bigram residual, which is non-linear and can-
not be captured by vTwc

vwc′ , and P(wc ) is the probability of wc
appearing in the word corpus.

The second part is the distribution of the word and its topic. The
topic can be also taken as a latent word, so that we can get the
following distribution:

P(wc |дc ) ≈ P(wc ) · exp{vTwc
tдc + rдc }, (2)

where rдc is the logarithm of the normalized constant, which we
call the topic residual. All topic residuals form a matrix r=(r1,...,rK ).

Since
∑
wc ∈S P(wc |k) = 1 we can substitute it into Eq. (2) to ap-

proximate the rk as:

rk = −loд
(∑

sj ∈S
P(sj )exp{vTsj tk }

)
. (3)

Eq. (3) can be also represented in matrix form:

r = −loд
(
uexp{VT T}

)
, (4)

where u is the row vector of unigram probabilities.
Finally, according to Eqs. (1) and (2), we give the following link

distribution for a document di :
P(wc |w0 : wc−1,дc ,di )

≈ P(wc ) · exp{vTwc
· (

c−1∑
c ′=0

vwc′ + tдc ) +
c−1∑
c ′=0

awc′wc + rдc },
(5)

where we simplify wi j as wc and tдi j as tдc . Note that in order
to avoid overfitting and alleviate the negative effect on topics, we
constrain the magnitudes of all topic embeddings in a hyperball of
radius λ.

Topological componentwith communities.This component
describes the community structure that is often topic related to
help model topics. Let a network have N documents which consist
of Q communities. The adjacency matrix X = (xii′)N×N is used
to represent connections between documents. First, we generate
α=(α1,...,αQ ) by Dirichlet distribution, where αq denotes the pro-
portion of documents belonging to community q, and then get the
following distribution:

P(α |n0) = [Γ(
∑Q

q=1
n0
q )/

∏Q

q=1
Γ(n0

q )]
∏Q

q=1
αn

0
q−1,

where n0=(n0
1,...,n

0
Q ) is the hyper-parameter and Γ(·) denotes the

Gamma function.
Next, we use the Multinomial distribution to sample zi in Z =

(z1, ..., zN ), where zi is the community label of document di . Then,

the distribution is defined as:
P(Z|α ) =

∏N

i=1
P(zi |α ) =

∏N

i=1
αzi .

Finally, given the sampled community labels of documents di
and dj , i.e., zi and zi′ , we sample xii′ from a Bernoulli distribution,
defined as:
P(X|π ,Z) =

∏
i<i′

(deдideдi′πzizi′ )
xii′ (1 − deдideдi′πzizi′ )

1−xii′ .

The distribution above is based on the degree-corrected stochastic
block model [17]. Here, π = (πql )Q×Q is the block matrix where
πql denotes the connection probability between nodes from com-
munities q and l , and deдi is the degree of document di .

Probability transition connecting topics and communities.
This component describes the transition process from communities
to topics to make the model work even when communities and
topics do not match well. First, the probability transition matrix
H = (ηqk )Q×K is generated by a Dirichlet distribution, where ηqk
represents the probability that document di is in the k-th semantic
topic given it belongs to the q-th community. This distribution is
defined as:

P(H|ρ) =
∏Q

q=1
[Γ(

∑K

k=1
ρk )/

∏K

k=1
Γ(ρk )]

∏K

k=1
η
ρk−1
ik ,

where ρ is the hyper-parameter.
Next, given the community label zi of document di , we use a

Multinomial distribution to sample дi j , defined as:

P(G|H,Z) =
∏N

i=1

∏Li
j=1

ηziдi j .

After finishing the definition of these three components, a com-
plete generative process of this model is shown in the following.
Note that, word embedding vsn is drawn from a Gaussian distribu-
tion as well as bigram residuals asnsn′ . But for clarity, here we only
focus on modelling topic embeddings while ignoring the generative
process of word embeddings.
1. Choose α∼Dir (n0)
2. For each community q: Choose ηq ∼ Dir (ρ)
3. For the k-th topic: Choose tk ∼ Uni f (Bλ)
4. For each document di :

(a) Draw community assignment zi ∼ Mult(α )
(b) For each document di′ with i ′ > i:
Draw link xii′ ∼ Bernoulli(deдideдi′πzizi′ )

(c) For the j-th word:
(i) Draw topic assignment дi j ∼ Mult(ηzi )
(ii) Draw wordwi j from S according to
P(wi j |wi, j−c ,wi, j−1,дi j ,di )

where Dir ,Uni f andMult are the Dirichlet, Uniform and Multino-
mial distributions respectively.

Then, the complete data likelihood is:
P(D,X,A,V,T,G,Z,H,α |π ,n0, ρ, λ, µ)

=

W∏
n=1

P(vsn ; µn )
W ,W∏
n,n′=1

P
(
asnsn′ ; f (psnsn′ )

) K∏
k

Uni f (Bλ)

·
N∏
i=1

Li∏
j=1

(
Mult(ηzi ) · P(di |V,A,T,G)

) N∏
i=1

Mult(zi |α )

·
Q∏
q=1

Dir (ηq |ρ) · Dir (α |n0)
∏
i<i′

P(xii′ |zi , zi′ ,deдideдi′πzizi′ ).
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In the steps above, P(vsn ; µn ) and P(asnsn′ ; f (psnsn′ )) are both de-
fined as Gaussian priors, and P(di |V,A,T,G) is a simple expression
of P(wi j |wi, j−c ,wi, j−1,дi j ,di ).

3 MODEL OPTIMIZATION
In this section, we aim at learning the embeddings of words and
topics {V, T}, model parameters {H,α }, and latent variables {G,Z}.
Due to the coupling between word-related variables {V,A} and
topic-related variables {T,G,Z,H}, their simultaneous optimiza-
tion is too time consuming in general. So as was done by other topic
embeddingmethods [19], we also use a word embeddingmethod, i.e.
PSDVec [20], to learn {V,A} first, and then optimize {T,G,Z,H,α }
with the fixed {V∗, A∗}. But this is also a non-trivial task. For
this optimization problem, we propose a variational expectation-
maximization (EM) algorithm that includes variational inference
and parameter maximization, respectively.

3.1 Variational Inference
In this step, we first fix T as the constant T∗ and then maximize the
posterior P(G,H,Z,α |D,X,π ,T∗,A∗,V∗) via variational inference.
First, we define the following variational distributions:

q(α ,H,Z,G) = q(α )q(H)q(Z)q(G),
where the variables are mutually independent and their distribu-
tions are specified as follows:

q(α ) =
Q∏
q=1

Dir (αq |nq ), q(H) =
Q∏
q=1

K∏
k=1

Dir (ηqk |γqk ),

q(Z) =
N∏
i=1

Q∏
q=1

Mult(ziq |τiq ), q(G) =
N∏
i=1

Li∏
j=1

Mult(дi j |βi j ).

Variational inference here is to minimize the KL divergence be-
tween the true posterior distribution P(G,H,Z,α |D,X,π ,T∗,A∗,V∗)
and q(α ,H,Z,G), so that the posterior of {α ,G,Z,H} can be nicely
approximated. This is equivalent to maximizing the evidence lower
bound (ELBO) L(q,T):

L(q,T) = Eqloд

(
P(D,X,A,V,G,Z,H,α |T,π ,n0, ρ, λ, µ)

q(α ,H,Z,G)

)
.

Next, in order to maximize the ELBO L(q,T), we calculate its
partial derivative with respect to nq , τiq , γqk and βi j,k , respectively,
and set these derivatives to 0. That is,

∇L(q,T) = ( ∂L
∂n
,
∂L

∂τ
,
∂L

∂γ
,
∂L

∂β
) = 0.

After this inference, we can collect the optimal terms:

nq = n0
q +

N∑
i=1

τiq , (6)

τiq ∝ exp
{
ψ (nq ) −ψ (

Q∑
q=1

nq ) +
Li∑
j=1

K∑
k=1

βi j,k

(
ψ (γqk )

−ψ (
K∑
k=1

γqk )
)
+

N∑
i′,i

Q∑
l=1

τi′l

(
xii′loд(deдideдi′πql )

+ (1 − xii′)loд(1 − deдideдi′πql )
)}
,

(7)

βi j,k ∝ exp
{ Q∑
q=1

τiq
(
ψ (γqk ) −ψ (

K∑
k=1

γqk )
)
+ vTwi j

tk + rik
}
, (8)

γqk = ρk +
N∑
i=1

Li∑
j=1

τiqβi j,k , (9)

whereψ (·) denotes the Digamma function.

3.2 Parameter Maximization
In this step, n,τ ,γ , β are fixed, and our purpose is to optimize T.
First, we take the derivatives of L(q,T) with respect to T as:

∂L

∂T
=
∑N

i=1

∑Li
j=1

(vwi j β
T
i j +

∑K

k=1
βi j,k

∂rk
∂T

). (10)

In the following, we set
∑Li
j=1 βi j,k = mik , which is the sum of

variational probabilities of every word in the document di being
assigned into the k-th topic. Then we use the Gradient Descent
method [19]. The k ′-th column of the gradient matrix ∂rk/∂T is
∂rk/∂tk ′ . According to Eq. (3), when k ′ = k , we can derive the
following equation:

∂rk
∂tk
= −exp{rk } · exp{tTk V}(u ◦ V),

where u ◦V denotes the element of each column of V multiplied by
the corresponding element of u. When k ′ , k , ∂rk/∂tk ′ = 0 can
also be easily derived.

Based on the description abovewe have ∂rk/∂T = (0, . . . ∂rk/∂tk ,
. . . , 0). By substituting it into Eq. (10), we can obtain:

∂L

∂T
=

N∑
i=1

( Li∑
j=1

vwi j β
T
i j + (mi1

∂r1
∂t1
, . . . ,miK

∂rK
∂tK

)
)
.

At this time, T can be optimized via a gradient descent process:

Tm = Tm−1 +
( N∑
i=1

λ(m,Li )
)
( ∂L
∂T

), (11)

wherem is the ongoing iteration step during the update process,
λ(m,Li ) = L0λ0

m ·max{Li ,L0 } is a function of the learning rate, λ0 is the
initial learning rate, Li is the length of the i-th document, and L0
is the threshold of document length. Besides, since the constraint
| |t(m)
ik | | ≤ λ, we normalize it by λ/| |t(m)

k | | when | |t(m)
k | | > λ.

Also of note, after updating Ti , we can further update the topic
residuals r according to Eq. (4) to refine this process.

3.3 Algorithm and Complexity Analysis
The process of CeTe is shown in Algorithm 1, where we omit the
word embedding process for clarity. In the step of variational in-
ference, the time complexity for updating nq , τiq , γqk and βi j,k
is O(N ), O(K + NQ), O(NL̄) and O(QK), respectively, where N ,
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K and Q are the number of documents, topics and communities
respectively in the document network and L̄ is the average number
of words in all documents. Taking advantage of the sparsity of
document networks, the above time complexities can be further
reduced toO(NQ),O(K +NQ),O(NL̄),O(NQK +MQ2),O(QKNL̄)
andO(NL̄QK2), respectively, whereM is the number of links in the
network. In addition, the time complexity for the step of parameter
maximization is O(N (K + L̄)). Thus, the overall time complexity
of this algorithm is O(NL̄QK2 +MQ2), which is near linear on the
scale of networks (N orM).

Algorithm 1 The Process of CeTe
Input: X, D, Q , K , a threshold ε , countmax
Output: T,H,α ,G,Z
1. Initialize π , T, r and variational parameters randomly
2. count=1
3. repeat:

(a) Update nq ,τiq , βi j,k ,γqk via (6)-(9)
(b) Update T via (11) and r via (4)
(c) Calculate ELBO Lcount and count=count+1
Until Lcount − Lcount−1 < ε or count > countmax

4 EXPERIMENTS
We first introduce the experiment setup. We then use document
classification, the gold method to validate topic embedding models,
to evaluate the quality of document representations (the topic dis-
tribution of documents) derived by our new approach CeTe. Next,
we demonstrate the visualization of topic embeddings to further
validate its superiority. We finally use a case study to show why
CeTe works.

4.1 Experiment Setup
4.1.1 Datasets. We conducted the experiments on three public
datasets, including one DBLP dataset [25] and two hep-th datasets1.
DBLP includes a collection of papers in computer field. In DBLP,
the title and abstract are extracted as texts for each paper and the
citation relationships are used to form links between papers. We
extract its largest connected component as done by other related
works [6, 17, 29]. The ground truth of the papers is fixed according
to the CCF (China Computer Federation) classification. The hep-th
includes a large corpus of physics-related papers. Its data process-
ing method is similar to that used by DBLP, except that here we
use Journals to form the ground truth. In addition, due to the high
imbalance of document quantities in different categories for both
DBLP and hep-th, we choose the five largest categories to form the
DBLP dataset; and for hep-th, we use the four largest categories to
form the first subdataset called large-hep, and the three smaller cat-
egories to form the other subdataset called small-hep. The datasets
details are shown in Table 1.

4.1.2 Baselines. We test our approach against seven state-of-the-
art methods, which can be divided into five categories. The first in-
cludes three topic models, i.e. Latent Dirichlet Allocation (LDA) [3],
Laten Feature Topic Modelling (LFTM) [23] and GibbsLDA [7].
1https://www.cs.cornell.edu/projects/kddcup/datasets.html

Table 1: Datasets statistics.

Datasets Documents Edges Words Categories
DBLP 6,936 12,353 506,269 5

small-hep 397 812 18,718 3
large-hep 11,752 134,956 622,642 4

The second is a topic model that also incorporates network links,
named Relational Topic Model (RTM) [4]. The third is a topic em-
bedding method called TopicVec [19]. The fourth is a community
detection method named Degree-Corrected Stochastic Block Model
(DCSBM) [17], in which we use the community memberships of
documents as their representations. The fifth is a document repre-
sentation method called Doc2Vec [18].

4.1.3 Parameter Setting. As done by TopicVec [19], word embed-
dings are pre-trained by PSDVec [20] on the latest Wikipedia snap-
shot2. The dimensions of topic embeddings and word embeddings
are both set to 500. For datasets DBLP, large-hep and small-hep, we
set the number of topics to 500, 200 and 30, respectively. We set the
hyper-parameters n0 = ρ = 1 and λ = 7, which are similar with
those used in baselines.

4.2 Test on Document Classification
On this test, according to [19], we first randomly select 80% of docu-
ments as the training set and 20% as the test set for each dataset. We
then use ℓ-1 regularized SVM as classifier. We use the scikit-learn
library3 to train an ℓ-1 regularized linear SVM one-vs-all classi-
fier for fairness. We adopt macro-averaged Precision, Recall and
F1-Score as the evaluation indices. The document representations
derived from each method compared are used as input instances to
the classifier.

Based on the results shown in Table 2, our new approach CeTe
performs the best on all datasets. Neither the topic models (LDA,
GibbsLDA and LFTM) using documents alone, nor the community
detection method (DCSBM) only using network topology performs
well. While RTM (a topic model incorporating links) performs bet-
ter in most cases, it is still not competitive with our approach CeTe.
The reason should be that we introduce the words co-occurrence
information at different levels and correlations between topics by
using topic embedding to better model topic information. In ad-
dition, compared to the state-of-the-art topic embedding method
TopicVec, our CeTe still has an obvious improvement. This should
be because, by introducing the link information (especially the high-
order community structure), the problem of semantic fuzziness of
topics suffered by topic embedding methods has been alleviated
by our approach. These all validate the effectiveness of this new
approach.

4.3 Test by Visualization of Topic Embeddings
We illustrate the visualization of topic embeddings derived by our
CeTe method to further validate its performance. The results on
DBLP with 500 topics are shown in Figure 2. We find that some
closely connected articles correspond to each topic. For example,
in the upper-left set, the words ‘wireless’, ‘communication’, ‘net-
work’ and ‘sensor’ are all related to a field of computer network.
2https://dumps.wikimedia.org/enwiki/
3http://scikit-learn.org/stable/modules/svm.html
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Table 2: Performance of different methods on document
classification. Bold indicates the best score.

DBLP small-hep large-hep
Precison Recall F1-Score Precison Recall F1-Score Precison Recall F1-Score

LDA 0.700 0.457 0.404 0.287 0.287 0.281 0.414 0.411 0.401
GibbsLDA 0.786 0.722 0.715 0.399 0.400 0.396 0.346 0.405 0.346
Doc2Vec 0.523 0.496 0.448 0.454 0.438 0.431 0.385 0.394 0.350
LFTM 0.739 0.653 0.634 0.619 0.575 0.569 0.419 0.418 0.405
RTM 0.560 0.563 0.549 0.565 0.550 0.553 0.407 0.411 0.393
DCSBM 0.461 0.430 0.393 0.451 0.487 0.439 0.359 0.358 0.325
TopicVec 0.729 0.689 0.681 0.624 0.600 0.599 0.405 0.417 0.393
CeTe 0.790 0.736 0.731 0.671 0.650 0.654 0.437 0.433 0.417

It partly shows that the topic embeddings derived by our method
have a high quality. We also noticed that, there is a word ‘soft-
ware’ in the lower-middle set, which should originally belong to
the ‘software engineering’ field, but actually belongs to the area of
‘high-performance computing’ here. That is, the keywords such as
‘distributed’, ‘power’ and ‘energy’ in this topic are all from ‘high-
performance computing’, while there is another keyword ‘software’
which seems to be a mistake. But after a deep investigation we find
that, the ‘high-performance computing’ topic also contains some
papers using the idea of software engineering. At the same time,
these papers are linked with other papers in ‘high-performance
computing’ and are classified in the same community and thus
corrected by our method. This just corresponds to the real situa-
tion where these papers (with semantic fuzzy words) belong to the
field of ‘high-performance computing’. This further validates that
the problem of semantic fuzziness of topic embeddings brought
by the existence of semantic fuzzy words has been addressed by
using links with communities. This visualization can further help
discover the meaningful semantic structures to understand topics
in real applications.

Figure 2: An example of visualizing the 500 topic embed-
dings derived by CeTe on the DBLP dataset. Each point in
the cloud represents a latent topic. The distance between
points indicates the correlation between topics, and smaller
distance means stronger correlation. We mainly show three
sets of points (topics) with small distance in the embedding
space. Each topic is characterized by keywords according to
the word distribution of this topic (by calculating the cosine
similarity between topic embedding and word embeddings).
The word sizes are proportional to the probability that this
word belongs to the topic. Edges represent the strength of
the correlations between topics.

4.4 A case study
Here is to illustrate how our new model CeTe alleviates the topical
fuzziness problem of topic embedding methods by introducing

the high-order community structure. We also test it on the DBLP
dataset with three categories (i.e. theoretical computer science, high-
performance computing and computer network), and compare it
with TopicVec which is one of the state-of-the-art topic embedding
models [19]. We randomly select 10% of the documents as test set,
and use the topic distributions of documents derived from CeTe
(and TopicVec) as document representations. There are 78 of 375
documents that are classified into wrong categories by TopicVec,
while our method corrects about half of them. The results are shown
in Figure 3. Due to space limit, we only discuss three of the papers
in details since the rests are similar.

The first sample paper is ‘Microcode compaction with timing
constraints’ which is clearly in the field of ‘high-performance com-
puting’. However, some words such as ‘timing constraints’, ‘opti-
mization’ and ‘heuristic’ often appear in its maintext. The embed-
ding of these fuzzy topical words is the reason why this paper is
assigned to the ‘theoretical computer science’ category by TopicVec.
However, this paper and other seven papers in ‘high-performance
computing’ are divided into the same community by our CeTe, and
thus have similar topic distributions. In other words, the topical
fuzziness of this paper has been corrected.

The second is the paper ‘MILP approach to pattern generation in
logical analysis of data’ which belongs to the ‘theoretical computer
science’ category. But there are also some high-frequency fuzzy
topical words such as ‘linear’, ‘efficient’, ‘optimal’ and ‘hundreds
of’ in this paper which lead to that it is misplaced by TopicVec.
However, through links, this paper and three other papers in ‘theo-
retical computer science’ are classified into the same community,
and hence its topic is corrected again.

A
C

B

Figure 3: An example that uses network communities to cor-
rect inaccurate document representations suffered from the
semantic fuzziness of topics. The blue, red and green circles
are used to represent the three categories, i.e. theoretical
computer science, high-performance computing and com-
puter network, respectively. The blue (red or green) nodes
denotes that it belongs to the blue (red or green) category.
The nodes with connections in this figure denotes that they
are divided into the same community by the topological
component of our model. Here only some typical examples
are shown in each category. Most of them are papers in-
deed influenced by semantic fuzziness of word embeddings,
which are wrongly classified by TopicVec while corrected
by our CeTe. Especially, the titles of papers A, B and C are
‘Microcode compaction with timing constraints’, ‘MILP ap-
proach to pattern generation in logical analysis of data’ and
‘Fast Path-Based Neural Branch Prediction’, respectively.

The third paper is ‘Fast Path-Based Neural Branch Prediction’
which belongs to ‘high-performance computing’. But as shown
in Figure 3, it is incorrectly assigned to ‘computer network’ by
TopicVec. After a deeper investigation of its maintext, we found that
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there are often some keywords such as ‘latency’, ‘path’, ‘branch’ and
‘instructions’ frequently appear in this paper which may mislead
its topic distribution. But by utilizing links between papers, this
paper and other three papers in ‘high-performance computing’ are
assigned to the same community, which helps to correct its topic
distributions by our CeTe.

To sum up, this case study further validates that, with the help
of network community, the inaccurate topic distributions of doc-
uments brought by embedding semantic fuzzy words can be well
alleviated by our CeTe approach.

5 CONCLUSION AND DISCUSSIONS
We proposed a novel generative topic embedding model CeTe us-
ing documents with topics and network structure with communi-
ties together, and developed an efficient variational expectation-
maximization algorithm to learn the model. The new approach
utilizes the high-order network information, i.e., community struc-
ture, to solve the problem of topical fuzziness suffered by topic
embedding models which is from introducting the embeddings of
semantic fuzzy words. The experiment results on two tasks (i.e. doc-
ument classification and topic visualization) validate its superiority
compared with the state-of-the-art methods.

There have been some topic embedding methods presented re-
cently [14, 19, 21]. However, it is the first time, to the best of our
knowledge, to use network topology, specifically the community
structure, to improve their performance. In addition, there are also
some topic models [4, 8, 15, 31] incorporating network information.
However, they have essential differences. First, the introduction
of links in topic models is to capture the additional correlations
between documents, while our purpose is to use links to alleviate
the topical fuzziness problem suffered by topic embedding meth-
ods (due to the introduction of word embeddings of the semantic
fuzzy words). Second, rather than using the links directly, we use
the high-order network information, i.e., community structure, to
overcome the shortcomings brought by the noise and sparseness of
networks. Third, we further use probability transition to describe
the relationship between topics and communities, in order to make
the method robust even when the topics and communities do not
match very well.
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