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Abstract Human parsing, which decomposes a human centric image into several seman-
tic labels, e.g., face, skin etc, is an active topic in recent years. Traditional human parsing
methods are always conducted on a supervised setting, i.e., the pixel-wise labels are avail-
able during the training process, which require tedious human labeling efforts. In this paper,
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we propose a weakly supervised deep parsing method to alleviate the human from the time-
consuming labeling. More specifically, we resort to train a robust human parser with the
structural image-level labels, e.g., “red jeans” etc. The structural label contains an attribute,
e.g., “red”, as well as a class label, e.g., “jeans”. Our framework is based on the Fully Con-
volution Network (FCN) (Pathak et al. 2014) with two critical differences. First, the loss
function defined on the pixel by FCN (Pathak et al. 2014) is modified to the image-level
loss by aggregating the pixel-wise prediction of the whole image into a multiple instance
learning manner. Besides, we develop a novel logistic pooling layer to constrain that the
pixels responding to the color and corresponding category labels are the same to interpret
the structural label. Extensive experiments in the publicly available dataset (Liu et al. IEEE
Trans Multimedia 16(1):253–265, 2014) show the effectiveness of the proposed method.

Keywords Human parsing · Deep learning

1 Introduction

Human parsing, which aims to segment the human image into multiple components, i.e.,
face, hair and bags etc., has attracted a lot of attention these years. It can be used for many
real applications such as clothes recommendation [14, 35], clothes retrieval [1, 3, 15, 34],
visual relation detection [36], and online virtual fitting room. Many efforts have been made
to improve the performance during the past few years. However, the performance of human
parsing is not satisfactory for many reasons. Firstly, hand-crafted image feature cannot
fully describe the image well. Secondly, many existing algorithms need numerous training
images with pixel-wise labels such as fully convolutional network [20], hyper-column based
image segmentation [8]. In fact, obtaining pixel-wise labels is very difficult and expen-
sive. When the training data is insufficient, the model may overfit the data. Thus, how to
use the limited pixel-wise label images to learn semantic features and clothes model is the
key to improve the performance. Although, the pixel-wise images are limited, images with
attributes are very common on website with the popularity of social networks and online
shopping, such as chictopia.1 For example, on many clothes shopping websites, sellers pro-
vide many information about each piece of clothing, such as the clothing style, color and
material [15]. Besides, in order to enhance the user experience, many real photos of cloth-
ing are provided as well. These photos can be regarded as images with the same attributes
of the clothing. As a result, making full use of the structural attributes becomes the most
practical solutions to improve the human parsing results. A lot of algorithms are designed
to handle the weakly supervised image parsing problem [22, 23]. But all of them treat
each attribute individually. By analyzing the image-level tag in many fashion websites, we
observe that there are usually multiple components in the structural label. For example, the
label “navy dress” contains a color label “navy” and a category label “dress”. Both the color
component and the category component of the label can be used as the weakly supervised
information to enhance the original pixel-wise label based human parsing. However, since
both color and category label components describe the same object in the images, just as
Fig. 1 shows, how to make use of the relationships between the two components, is the
key to solve the problem. In this paper, we target at solving the human parsing problem
using the multiple weakly supervised structural information. We have the publicly available

1http://www.chictopia.com/
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Fig. 1 For one image, the feature map for one color and the corresponding category should be turned on at
the same location

dataset [16] to valid the effectiveness of our method. Recently, deep learning has achieved
great success in many image semantic understanding tasks [2, 6, 7, 10, 12, 25–27, 29, 30,
37, 38], which motivates us to develop a deep framework as shown in Fig. 2. by feeding
the images into the VGG16 [26] network to extract very deep features. The fully connected
layers are converted to convolution layers as [23], and we produce both the color (13 dimen-
sions for each pixel) and category (23 dimensions for each pixel) response maps and obtain
the final response maps by logically combining the values of them at each pixel location.
Finally, we use the Multi-Instance Learning (MIL) loss computed at maximum predictions
as the loss function to be minimized. The contributions of this paper can be summarized as
follows:

– We propose a weakly- and semi-supervised deep human parsing framework to learn
from both pixel-level and image-level structural labels and predict each pixel’s label in
any testing image.

– The deep framework contains a logistic pooling layer to fully explore the relationships
between the color and category components inside the structure label. More specifi-
cally, we constrain that the responses of the color and category should be turned on/off
in the same location.

– Our proposed deep framework contains a label aggregation layer which can summarize
the pixel-wise label to image label in a MIL fashion. The MIL loss is designed upon
the aggregated layers.

The rest of the paper is organized as follows. We review the most related work in Section 2.
Then the details of our method are illustrated in Section 3. Section 4 will validate the
effectiveness of the proposed method. Section 5 summarizes our method.

Author's personal copy



Multimed Tools Appl

Fig. 2 The proposed deep weakly supervised human parsing structure overview. Our method (1) take an
input image, (2) use FASTER-RCNN to detect the human (3) go forward through FCN to compute both
color and category feature maps, (4) compute the logistic value of color and category at the same location for
each combination, (5) compute MIL-loss between groundtruth color-category labels and predicted structured
labels

2 Related work

2.1 Human parsing

Human parsing has attracted much attention these years. A lot of work have been proposed.
Active Template Regression [13] expresses the normalized mask of each label as the linear
combination of the learned mask templates, and then morphed to a more precise mask with
the active shape parameters estimated by CNN, including position, scale and visibility of
each semantic region. Matching-CNN [18] is a quasi-parametric deep human parsing model
to predict the matching confidence and displacements of the best matched region in the
testing image for a particular semantic region in one KNN image. Deng et al. [5] present a
approach to infer the attribute by extracting the foreground segments of pedestrian through
deep learning-based parsing. Luo et al. [21] propose a new Deep Decompositional Net-
work (DDN) to directly maps low-level visual features to the label maps of body parts with
DDN, which is able to accurately estimate complex pose variations with good robustness to
occlusions and background clutters. Liu et al. [19] use only one labeled frame per video as
supervision information, as well as estimated optical flow between frames to obtain parsing
result in surveillance video. Yang et al. [33] propose a data-driven framework of clothing
co-parsing, in order to jointly parse a set of clothing images (unsegmented but annotated
with tags) into semantic configurations. To solve the data limitation problem, Liu et al.
[17] propose a semi-supervised learning strategy to harness the rich contexts in those easily
available web videos to boost any existing human parser. However, these methods all rely
on the extensively labeled dataset, which prohibit the large-scale training. To the contrary,
our method can effectively make full use of the big amount of weakly supervised data.

2.2 Weakly supervised semantic segmentation

To solve the weakly supervised problem, Pathak et al. [23] propose a MIL formulation of
multi-class semantic segmentation learning by a fully convolutional network. They seek to
learn a semantic segmentation model from just weak image-level labels. Papandreou et al.
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[22] study the problem of learning DCNNs for semantic image segmentation from either
weakly annotated training data such as bounding boxes, image-level labels or a combina-
tion of few strongly labeled and many weakly labeled images, sourced from one or multiple
datasets. They develop Expectation-Maximization (EM) methods for semantic image seg-
mentation model training under these weakly supervised and semi-supervised settings. Liu
et al. [16] propose a weakly supervised human parsing methods with weak supervision from
the user-generated color-category tags such as “red jean” and “white T-shirt”. They pro-
pose to combine the human pose estimation module, the MRF-based color and category
inference module and the (super) pixel-level category classifier learning module to gener-
ate multiple well-performing category classifiers, which can be directly applied to parse the
fashion items in the images. Recently, Hong et al. [9] proposes a deep neural network which
decouples classification and segmentation, and learns a separate network for each task. In
this architecture, labels associated with an image are identified by classification network,
and binary segmentation is subsequently performed for each identified label in segmenta-
tion network. However, they are either designed upon the hand-crafted features or cannot
directly applied to handle the structural model.

3 Methods

In this section, we sequentially introduce the modules used in our methods. Firstly, human
detection is used to extract the human regions (Section 3.1). Then the clothes region is
fed into our framework with multiple layers, including convolutional layers(Section 3.2),
logistic pooling layers (Section 3.3) and label aggregation layers (Section 3.4).

3.1 Human detection

Before training the Color-Category Network, we first train a human detector to crop the
target person from the image. We follow the state-of-the-art Faster R-CNN [25] as its sim-
ple and efficient. Faster R-CNN outputs four-dimension bounding boxes of every object
class and their corresponding confidence. Here, the object classes only contains two classes,
namely human and background. In our implementation, we use the default configuration of
Faster R-CNN and fine-tune the detector on the pre-trained VGG16 network by the same
training data in the parsing task below. The final detection average precision in test set is
0.91, and it’s sufficient for the further processing. Then we apply the detector to obtain
human bounding boxes. As we care more about the detection precision than recall, we only
keep those bounding boxes according to object confidence larger than 0.9. In this way, most
false negative are removed. Several exemplars are shown in Fig. 3.

3.2 Convolutional layers

The convolution operation is expressed as

yj = max(0, bj +
∑

i

kij ∗ xi) (1)

where xi and yj are the i-th input map and the j -th output map, respectively. kij is the con-
volution kernel between the i-th input map and the j -th output map. ∗ denotes convolution.
bj is the bias of the j-th output map. We use ReLU nonlinearity for hidden neurons, which is

Author's personal copy
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Fig. 3 Example of four images and the human detection results of Faster R-CNN. The first row are the
original images, and the second row are the corresponding results

shown to have better fitting abilities than the sigmoid function [27]. We have convolutional
layers with increasingly larger receptive field.

3.3 Logistic pooling layers

In this section, we propose a Logistic Pooling Layer to combine color and category. For one
structured label, such as “red jeans”, the final parsing result should have consistent response
at the same location both for color and category. Compared with using category information
only, utilizing multiple information could help improve the performance. As we describe
above, in order to enforce the color and the corresponding category labels fire at the same
position, we define this layer by:

Score(x, y, s) = Scolor (x, y, r) ⊗ Scategory(x, y, l) (2)

where s denotes the structured channel, such as “red jeans”, r is the color channel, such
as “red”, and l is the category channel, such as “jeans”. The number of structural channels
is the multiplication of the number of colors with the number of categories. In our imple-
mentation, we use two Fully Convolutional Networks [20] to obtain Scolor and Scategory

respectively. ⊗ denotes the logistic operation between these two scores, in experiments we
use add operation. Similar with Siamese network [4], both FCN share parameters in previ-
ous convolutional layers and initial input images. The output of FCN is color or category
feature maps with same size as initial input image. Note that, unlimited to color and cat-
egory, our Logistic Pooling Layers could be easily expanded to cover more information.
These multiple information always describe the different attributes for the same object. For
example, one dress may have various value on color, length, style, category, and so on, such
as “a red long tight sweater”.

3.4 Label aggregation layers

The output of the logistic pooling layers are the response of color and category. Since the
labels are defined in the image-level, thus we define a multi-instance loss as the MIL loss

Author's personal copy
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Table 1 Comparison among PaperDoll, FCN, FCN+category, FCN+structure in testing set

Method Accuracy Avg.precision Avg.recall Avg. F-1 score

PaperDoll 0.847 0.359 0.382 0.341

CCNN 0.807 0.419 0.471 0.364

FCN 0.891 0.54 0.448 0.467

FCN+category 0.892 0.531 0.469 0.478

FCN+structure 0.889 0.505 0.511 0.483

computed at maximum predictions. We identify the max scoring pixel in the coarse heat-
maps of classes present in image and background. The background class is analogous to the
negative instances by competing against the positive object classes. Let the input image be
I , its label set be LI and p̂l(x, y) be the output heat-map for the l-th label at location (x, y).
The loss is defined as:

(xl, yl) = argmax
∀(x,y)

p̂l(x, y) ∀l ∈ LI (3)

MILLOSS = −1

|LI |
∑

l∈LI

log p̂l(xl, yl) (4)

Simultaneous training exploits the context among different labels to help refine the pars-
ing accuracy. At inference phase, the MIL-FCN takes the top class prediction at every point
in the coarse prediction and bilinearly interpolates into image resolution to obtain a pixel-
wise segmentation. In order to constrain pixel-score into the scope of [0, 1] , we normalize
output score according to channel axis just like softmax layer:

Scorel(x, y) = exp(Scorel(x, y))
∑L

l=1 exp(Scorel(x, y))
∀l ∈ LI (5)

Note that, only those channels appeared in LI will take part in the normalization. Cor-
respondingly, in back propagation process we calculate gradient only for those channels,
which achieves the max score, we calculate the gradient by:

Diff = exp(Scorel(x, y)) ∗ (A − exp(Scorel(x, y))

A2
= Scorel ∗ (1−Scorel) ∀l ∈ LI

(6)
where A = ∑L

l=1 exp(Scorel(x, y)). For channels, which do not contain the current max
score, we calculate its gradient by:

Diff = −A ∗ b

A2
= −Scorel ∗ Scoremax−l ∀l ∈ LI (7)

where b = exp(Scoremax−l (x, y)), as these elements contribute to the normalization, these
should be also updated in each iteration.
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Table 2 Comparison among PaperDoll, FCN, FCN+category, FCN+structure in testing set

Category T-shirt bag belt blazer blouse coat

PaperDoll 0.199 0.572 0.169 0.196 0.197 0.226

Fashion-Parsing 0.426 0.233 0.257 0.497 0.440 0.473

CCNN 0.310 0.504 0.114 0.407 0.451 0.317

FCN 0.451 0.662 0.224 0.390 0.445 0.255

FCN+category 0.452 0.667 0.278 0.393 0.445 0.265

FCN+structure 0.453 0.663 0.281 0.391 0.437 0.274

Category dress face hair hat jeans legging

PaperDoll 0.210 0.651 0.655 0.472 0.160 0.158

Fashion-Parsing 0.602 0.252 0.402 0.273 0.623 0.641

CCNN 0.659 0.333 0.268 0.161 0.532 0.342

FCN 0.482 0.705 0.702 0.491 0.460 0.199

FCN+category 0.483 0.707 0.708 0.525 0.465 0.229

FCN+structure 0.465 0.689 0.694 0.538 0.473 0.238

Category pants scarf shoe shorts skin skirt

PaperDoll 0.253 0.226 0.517 0.457 0.654 0.285

Fashion-Parsing 0.587 0.318 0.290 0.525 0.367 0.593

CCNN 0.721 0.427 0.313 0.331 0.376 0.614

FCN 0.513 0.226 0.600 0.679 0.714 0.651

FCN+category 0.517 0.240 0.608 0.684 0.716 0.655

FCN+structure 0.514 0.308 0.615 0.679 0.716 0.657

Category socks stocking glass sweater bk mean

PaperDoll 0.019 0.256 0.245 0.104 0.970 0.341

Fashion-Parsing 0.181 0.496 0.110 0.511 0.676 0.421

CCNN 0.129 0.479 0.044 0.529 0.987 0.419

FCN 0.029 0.508 0.318 0.061 0.973 0.467

FCN+category 0.037 0.509 0.367 0.078 0.973 0.478

FCN+structure 0.085 0.537 0.316 0.116 0.974 0.483

4 Experiments

4.1 Experiment setting

We test the performance in the publicly available dataset Colorful-Fashion [16], which con-
tains all 2,682 images are labeled with pixel-level color-category labels. All images have
good visibility of the full body. There are 13 colors by referring to color naming research
[28]. Note that the dataset contains both solid color clothes and multiple-color clothes. There
are 23 categories of tags. We use the same metric as PaperDoll [16, 31, 32] to evaluate
the performance, including several standard metrics: accuracy, average precision, aver-
age recall and average F-1 over pixels. The Colorful-Fashion dataset is divided into three
sets randomly: one training set, which contains 300 images, training initial FCN network.
One training set for training Label Aggregation layers and Logistic Pooling Layers, which
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Fig. 4 Parsing results of 16 example images in Testing set: initial image, ground truth and our parsing result

contains 1,488 images only armed with image-level label information. And the left 894
images are given testing set.

4.2 Implementation details

We train and test our models based on Caffe [11] on a single NVIDIA TITAN-
X. The base learning rate is set as 1e-7 and fixed through all training process. We
use SGD to optimize our model with momentum of 0.9, weight decay of 0.0005.
The batch size is set as 1, with the limitation of GPU memory. Note that, as Fully
Convolutional Network could cover any size images, we do not need to resize input
image, which could keep the spatial information of initial image. The forward of the
model is efficient. It costs about 0.1 second to predict the category labels for an
image (Fig. 4).

4.3 Quantitative fashion parsing results

We compare PaperDoll, FCN, FCN+category, CCNN [24], Fashion-Parsing [16],
FCN+structure performance. FCN+category means we use MIL-loss on the category label
only to train the parsing network. FCN+structure means we both use color and category
information with MIL-loss to predict pixel-level labels. We report the comparison results
among these methods in Table 1 on test set among overall metrics respectively. The com-
parison of F-1 value of all 23 categories and their mean value are showed in Table 2. Note
that bold entries mean the best performance among comparison methods for special metric
(Table 1) or for special category (Table 2). From the results we can see that FCN+structure
could obtain better performance on most categories. This is because color information will
help category pixel-level classification task when they locate at the same position, such

Author's personal copy
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Fig. 5 The confusion matrix of the testing set

as “scarf”, “stocking”, “hat” and so on. Those labels ,such as “hat”, “bag” and “belt” are
always too small in human bodies to be classify, however our method still correctly predicts
the labels. Besides, using MIL-loss would also encourage those classes appearing in images
obtain a higher corresponding score compared with those does not appeared classes. In
order to analyze the deeper properties, the confusion matrix of FCN+structure model on
testing set is drawn in Fig. 5 respectively. We can see that almost the largest values from
each class distribute in the diagonal elements, which shows the effectiveness of our model.
Background usually confuses with other classes as it always own various patterns. Those
neighboring lables, such as “socks” and “shoe”, always confuses with each other, because
their adjacence and co-occurance. The “skin” is easily misclassified with almost all the oth-
ers, since in human parsing, skin could appear in every where of the human. For example,
skin may appears in neck as well as scarf does, it may also appears on the ankle as well as
socks do.

4.4 Qualitative fashion paring results

Figure 4 show the final parsing results of all 23 category classes. From these examples we
can see that our method obtains good performance in most instances. In some challenging
situations, our method still give a better parsing result. For example, in Fig. 4, the second
image in the first row, the clothes’ color is similar with the girl’s skin, our model still dis-
tinguish them successfully. Beside that, even after previous detection, the detected human
box still have complicated background, our model can also handle with these situations and
marks them as background. Another advantage of our model is that it is robust toward pose
variation and view change. This robustness owes to the convolution and logistic pooling
operation of model.Some classes, which does not appears in image,are still assigned in final

Author's personal copy
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result. This may because our model only encourages classes that appeared in image, but not
suppress classes which does not appear due to the loss defined by the (4). We will solve
these problems in the future.

5 Conclusion

In this paper, we propose a weakly- and semi-supervised human parsing framework. We
design a new kind of Logistic Pooling Layer for encouraging both color and category
information fire/turned off at the same location to infer the fashion parsing result. Label
Aggregation Layer with MIL-loss is also used to guide multi-instance learning. Experiments
validate the effectiveness of the proposed framework. In the future, we will explore more
information besides color and category, then we will explore other kinds of loss to obtain
better fashion parsing result.
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